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Abstract

In this paper, we investigate several extensions of the Linear Time Hierarchy (denoted by \(LTH\)). We first prove that it is not necessary to erase the oracle tape between two successive oracle calls, thereby lifting a common restriction on \(LTH\) machines. We also define a natural counting extension of \(LTH\) and show that it corresponds to a robust notion of counting bounded arithmetic predicates. Finally, we show that the computational power of the majority operator is equivalent to that of the exact counting operator in both contexts.

1 Introduction

The formalization of linear time is of great significance in computational complexity, because of its practical importance in algorithm design. As far as linear time on Random Access Machines is concerned, Grandjean’s introduction of the class \(NLIN\) has proved to be very useful both from the point of view of its intrinsic robustness, and because it is large enough to contain most classical \(NP\)-complete problems (see [11, 12]). The case of Turing machines is less agreeable to deal with, since both deterministic and nondeterministic linear time are highly dependent on models of computing and input encodings. This is why studies are being carried out into slightly larger and hopefully more robust classes, like for instance the classes defined in [26, 14, 10, 21]. Another interesting approach in the study of feasible complexity classes can be found in [5]. The authors define the so-called “Sharply-Bounded Hierarchy” (\(SBH\), for short) which is a hierarchy of classes within \(P\) using quasilinear time computation and quantification over strings of logarithmic length. \(SBH\) appears to be very natural and has been shown to have a number of both alternative definitions and complete problems. In this paper, we are interested in a linear time analogue of the well-known Polynomial Time Hierarchy on Turing machines (see [28]), namely the Linear Time Hierarchy (see [33]), denoted by \(LTH\). Compared to \(SBH\), more non-determinism is allowed but computation is restricted to linear time. This class is also known to be quite robust, since it can also be defined via alternating Turing machines or stack register machines (see [2]). Moreover, it has several additional characterizations in logic, primitive recursion (via bounded minimum), formal languages, and arithmetic, the latter, namely the rudimentary predicates (see [19, 17, 33]), being very easy to use. In addition, \(LTH\) also contains many interesting problems, since it contains \(NLIN\).

The study of variant machine models is central to the interest of theoretical computer science. In this context, we investigate several extensions of \(LTH\). We first add the notion of linear time oracle

\(^1\)This inclusion holds because \(NLIN\) is expressible within the existential fragment of monadic second-order logic with addition (see [33]), whereas \(LTH\) corresponds exactly to monadic second-order logic with addition.
non-erasing algorithms to the numerous definitions of \(LTH\) (for a review of models of relativization in space-bounded computation, see [6]). Then we study analogues for the Linear Time Hierarchy of certain concepts introduced for the Polynomial Time Hierarchy, namely counting and majority. Counting is a crucial and natural operation in algorithmics and counting classes have been widely studied (see for instance [31, 29, 30, 32]). Moreover, relations (on numbers or graphs) that require counting arguments are among those that have the greatest computational complexity. For instance, Toda’s theorem \((PH \subseteq P^{\#P})\), see [29]) expresses the fact that one single counting oracle is as least as strong as any number of nested ordinary oracles. The main interest of majority is that it leads to formulas that are more natural than formulas obtained by counting. In order to cope with these two properties, we introduce a natural and robust extension of \(LTH\), denoted by \(\#LTH\), which can be defined either via Turing machines or arithmetics and via both counting and majority.

Section 2 is devoted to the presentation of our model of computation and to the precise definition of \(LTH\).

The first extension of \(LTH\) we are interested in is discussed in Section 3. In order to limit the amount of information provided by the oracle in \(LTH\) algorithms, it is commonly assumed that before the next query is asked, the previous one is erased (see for instance [33] and [15]). In particular, this implies that the sum of the length of the queries is linear and that the algorithm cannot perform too many long queries. We show that this assumption is superfluous. In other words, with or without this restriction, the defined complexity class remains the same, that is, \(LTH\). What this new model for \(LTH\) means is that it is now possible for the machine to re-use the previous query in writing the next one.

The second extension of \(LTH\), denoted by \(\#LTH\), is presented in Section 4. Its aim is to take into account the possibility of counting in linear time algorithms. This class consists in a rather simple and natural extension of \(LTH\) : classical oracles are replaced by oracles that count accepting computations. We prove that this model is equivalent to the class of counting rudimentary sets \(R^1\), previously studied in [25, 9, 8]. The model we propose is not the first time this subject has been attempted. Various types of counting over \(LTH\) have been previously considered. For instance, [24, 23] deal with modular counting and group counting over rudimentary relations. These results have been considerably extended in a recent paper [7]. Using stack register machines, Clote shows that for all finite unsolvable groups, the closure of \(LTH\) under group counting corresponds to \(ALINTIME\). Concerning ordinary counting, it can be shown that \(R^1 \subseteq ALINTIME\) (see [3]) but equality is an open problem. Finally, fineness in counting over rudimentary sets is considered in [25, 8]. The complexity approach we propose here is based on classical notions that have been extensively studied over the last few years and takes into account the full power of usual counting over rudimentary relations.

Finally, in Section 5, we consider majority instead of exact counting. We first introduce a majority operation over arithmetic predicates that is satisfied if and only if more than half of the possible values of a variable satisfy a given predicate. We show that \(R\) is extended by exactly the same amount as with exact counting. Then, a new characterization of \(\#LTH\) in terms of probabilistic linear time oracle computation is derived.

## 2 Preliminaries

We consider oracle multitape Turing machines. For such a machine \(M\), we adopt the following notations and conventions. Let \(k \geq 2\) be the number of (semi-infinite) tapes of \(M\) : tape 1 is the read-only input tape, and tape 2 is a distinguished oracle tape. Let \(Q\) be the set of states of \(M\). Five states in \(Q\) are distinguished: \(q_0\) (initial state), \(q_a\) (accepting state), \(q_{qnt}\) (query, or oracle, state), \(q_{ans}\) and \(q_{na}\) (answer states). Let us denote by \(A = \{1, 2, B\}\) the alphabet\(^2\), and by \(M\) the set of possible moves of the heads: \(n\) (motionless), \(r\) (right) and \(l\) (left). The transition table of \(M\) is denoted by \(\delta\):

\[
\delta : Q \times A^k \rightarrow \mathcal{P}(Q \times (A \times M)^k),
\]

\[
(q,a_1,a_2,\ldots,a_k) \mapsto \{q,q',\ldots,(a_1,m_1),(b_2,m_2),\ldots,(b_k,m_k))\ldots\).
\]

Note that \(\delta\) is non-deterministic here.

At any step during a computation on input \(x\) relative to the oracle set \(A\), the machine \(M\) acts as follows:

\(^2\)The dyadic notation (i.e. words over \(\{1, 2\}\)) provides a one-to-one and onto correspondence between words and integers, and avoids problems with leading zeros.
• The current state of $M$ is not its query state $q_{\text{call}}$. Then, the next step in the computation of $M$ depends only on $\delta$.

• The current state of $M$ is $q_{\text{call}}$. The next step is then determined by the oracle set $A$ and the word $z$ written on the oracle tape. We will use the following convention:

\[ \delta(q_{\text{call}}, a_1, a_2, \ldots, a_k) = (q_{\text{pop}}, (a_1, \pi), (a_2, \pi), \ldots, (a_k, \pi)) \]

if the word $z$ written on tape 2 (the oracle tape) belongs to $A$ and, if not, $\delta(q_{\text{call}}, a_1, a_2, \ldots, a_k) = (q_{\text{pop}}, (a_1, \pi), (a_2, \pi), \ldots, (a_k, \pi))$.

Between two successive oracle calls, it is assumed that the oracle tape is erased by the call itself.

Finally, let $l$ be the cardinality of the set $Q \cup M \cup A$. In Section 4, we use the $l$-ary expansion of integers (i.e., each symbol of the Turing machines above is encoded by a specific $l$-ary digit).

Keeping our computation model in mind, let us now define more precisely the classes we are interested in. We denote by $\text{LinTime}$ (resp. $\text{NLinTime}$) the class of dyadic languages accepted by a deterministic (resp. non-deterministic) multi-tape Turing machine in linear time. If $\mathcal{C}_1$ and $\mathcal{C}_2$ are two complexity classes, we denote by $\mathcal{C}_1(\mathcal{C}_2)$ the class of languages accepted by some Turing machine in $\mathcal{C}_1$, with an oracle set in $\mathcal{C}_2$.

**Definition 2.1** Let $LTH$ (the Linear Time Hierarchy) be the union of the following classes $\Sigma^i_{\text{lin}}$ for $i \geq 0$. $\Sigma^0_{\text{lin}} = \text{LinTime}$, and for all $i > 0$, $\Sigma^i_{\text{lin}} = \text{NLinTime}(\Sigma^{i-1}_{\text{lin}})$.

Note that it is known that $\text{LogSpace} \subseteq LTH \subseteq \text{LinSpace}$ (see [22, 20] and [15] pp. 285-287 for a nice proof of $\text{LogSpace} \subseteq LTH$). Let us now present the close connection between $LTH$ and bounded arithmetical relations.

**Definition 2.2** We denote by $\mathcal{R}$ (for Rudimentary relations) the smallest class of relations over integers containing the graphs of addition and multiplication (seen as ternary relations) and closed under Boolean operations ($\land$, $\lor$, $\neg$), explicit transformations (i.e., adding, cancelling, renaming, permuting and confusing variables, see a precise definition in [27]), and variable bounded quantifications (i.e. $\forall x < y \ldots$ meaning $\forall x (x < y \rightarrow \ldots)$ and $\exists x < y \ldots$ meaning $\exists x (x < y \land \ldots)$).

Rudimentary relations (or bounded arithmetical relations) were first introduced by Smullyan in [27]. The following result was proved by Wrathall. Note that the encoding of $k$-ary relations into languages and conversely (in a rudimentary or linear time way) is classical, such that it does not matter if $LTH$ is a class of languages over some alphabet whereas $\mathcal{R}$ is a class of relations over integers.

**Theorem 2.3** ([33]) $LTH = \mathcal{R}$

The intrinsic robustness of the class $\mathcal{R}$ of rudimentary relations is emphasized by the many variants that can be used in its definition. For instance, in [16], Harrow proves that polynomially bounded quantifications (such as $\forall x < y^2$) can be made use of instead of variable bounded quantifications. It also appears that $\mathcal{R}$ is a quite large class since most natural relations over variable integers are rudimentary. For instance, Bennett shows in [4] that the ternary relation $x = y^2$ is rudimentary. Using such powerful tools, it is not difficult to verify that the following two relations (widely used in Section 4) are rudimentary: $y = \text{DIGIT}(l, x, i)$ ($y$ is the digit of rank $i$ of the $l$-ary expansion of $x$) and $y = \text{LENGTH}(l, x)$ ($y$ is the length of the $l$-ary expansion of $x$).

3 Non-erasing Oracle Computation

As far as time-bounded oracle machines are concerned, it is widely assumed that before the next query is asked, the previous one is erased (see a comprehensive survey on this subject in [6]). Here, we give up this assumption and introduce an alternative definition of linear time oracle computation. In such a model, the following algorithm becomes valid: write a letter, ask whether it belongs to the oracle, add a letter, ask whether the resulting word belongs to the oracle, and so on. Let us illustrate this strategy of oracle calls.

Consider the following relation: $z = \sharp\{y < x \mid y = 2^n + 1 \text{ and } \text{PRIME}(y)\}$, i.e. “$z$ is the number of primes of the form $2^n + 1$ that are smaller than $x$”. This counting relation is rudimentary, because $z \leq \log_2(x)$ and $\{y \mid y = 2^n + 1 \text{ and } \text{PRIME}(y)\}$ is rudimentary. (Indeed, a result proved by Paris
and Wilkie (see [25]) states that $R$ is closed under polylog counting.) Hence, there is an algorithm in $LTH$ which accepts it, although we cannot immediately produce such an algorithm. Since the dyadic representation of integers $y \geq 5$ of the form $2^n + 1$ is $1 \ldots 121$, there is a linear time non-erasing oracle algorithm computing $z$. The successive queries are $2, 11, 21, 121, 11121, \ldots$ (at each step, only the last two digits 21 are modified into 121) and, on a particular tape, a value, starting from 0, is incremented by one after every positive answer to a query. After all queries have been asked, that value is compared with $z$. Note that, here, the sum of the length of the queries is quadratic in the length of $x$, whereas the number of modifications to the oracle tape is linear, and thus the process runs in linear time.

Another advantage of this new characterization of $LTH$ is to permit local changes on query words providing also the possibility of asking many long queries. On the other hand, any algorithm based on calling the oracle on every integer smaller than the entry remains forbidden.

**Definition 3.1** Let us denote by $LTH_{\text{non-eras}}$ the class of languages obtained in the same way as $LTH$, except that one does not assume that before the next query is asked, the previous one is erased.

In this section it is established that this model and the original one are equally powerful.

**Proposition 3.2** $LTH_{\text{non-eras}} = LTH$

**Proof:** We present below the basic step of the proof: how to replace a non-erasing oracle linear algorithm by a “deeper” erasing oracle linear algorithm. The proof is then completed by induction. Let $M$ be a linear time non-deterministic non-erasing oracle Turing machine and let $A$ be its oracle set. We provide a linear time non-deterministic (erasing) oracle machine $M'$ that accepts the same language as $M$. For convenience, we will suppose that $M'$ has one additional tape (compared to $M$), called tape 0. The main idea is to guess on tape 0 a linear-length word $W$ containing the information about the oracle calls in $M$:

- what is written at each step on the oracle tape (tape 2),
- what moves are performed by head 2,
- when the oracle is asked a query,
- what are its answers.

Then, the set of words accepted by another non-deterministic linear time erasing machine $A'$ is used (once) as an oracle to verify that the answers we guessed correspond to the queries we guessed.

Let $w$ be the input of $M$. The word $W$ that is guessed is of the form: $W = c_0 a_0 \ldots c_n a_n$ with $c_i \in (M \times \{\text{yes}, \text{no}\})^*$ and $a_i \in \{\text{yes}, \text{no}\}$. Let us denote by $w_i$ the word obtained by performing the actions $c_0, \ldots, c_i$ on an empty tape. Each $w_i$ corresponds to the $i$th query of $M$, and $a_i$ corresponds to the oracle’s answer. Since $M$ works in linear time, the length of $W$ is linear in the length of $w$.

Let us first describe $A'$:

**Input:** $W$ (as above)
Find $m$ from $W$
Guess $i < m$ and construct $w_i$ from $W$.
Query oracle $A$ about $w_i$.
Accept iff $a_i$ is not the answer of $A$ on $w_i$.

In other words, $A'$ refuses $W$ if and only if for every $i < m$, the answer given by $A$ on input $w_i$ is $a_i$. Because one single query is asked, the linear time algorithm $A'$ is an erasing one. Again, recall that the sum of the length of the $w_i$ can be more than linear in the length of $w$ (thus also in that of $W$). Hence $A'$ is not allowed to verify in turn, for $i = 0$ to $m$, that $a_i$ is the answer of $A$ on input $w_i$. Instead, the strategy of $A'$ consists in making each test on a separate branch of its computation tree. From now on, let us consider the set of words accepted by $A'$ as an oracle set, still denoted by $A'$.

We are interested in the case when $w_0, \ldots, w_m$ are precisely the successive words written on the oracle tape before each oracle call during a computation of $M$ on input $w$ relative to $A$. This property has to be checked by $M'$. We can now give the algorithm for $M'$.

**Input:** $w \in \{\text{1,2}\}^*$
Guess on tape 0 a word $W = c_0 a_0 \ldots c_n a_n$ as above
Go to the leftmost cell on tape 0.
Query the oracle \( A' \) about \( W \)
If the oracle's answer is "yes", then reject \( w \)
Else
- Work as \( M \) and always go to the right on tape 0.
- At each step of \( M \), verify that the move performed by \( M \) on tape 2 is the same as the move read on tape 0 and that the letter written by \( M \) on tape 2 is the same as the letter read on tape 0.
- If \( M \) reaches \( q_{out} \), then verify that some sequence \( \alpha_i \) is written on tape 0 and act as \( M \) according to the answer \( \alpha_i \) (move the head of tape 0 to the right of the corresponding \( \sharp \) symbol).
Accept \( w \) iff \( M \) accepts

\( M' \) is a nondeterministic linear time erasing oracle algorithm (again one single query is asked). The "else" part of \( M' \) deterministically controls that the successive \( w_i \) are precisely the successive words written on the oracle tape before each oracle call during a computation of \( M \) on input \( w \) relative to \( A \) and simulates \( M \) on \( w \) learning from \( A' \) the answers given by the oracle \( A \). We complete the proof by noting that the languages accepted by \( M \) and \( M' \) are the same.

Altogether, we replace \( M \) and its oracle set \( A \) by \( M' \) and its oracle set \( A' \) which in turn uses \( A \) as oracle. Hence for each non-erasing oracle level we substitute two nested erasing oracle levels. Then, by induction, we have \( \Sigma_i^{lin} \subseteq \Sigma_i^{non-eras} \subseteq \Sigma_{i+1}^{lin} \). It seems unlikely that \( \Sigma_i^{lin} = \Sigma_i^{non-eras} \), but the inclusion \( \Sigma_i^{non-eras} \subseteq \Sigma_{i+1}^{lin} \) might hold for some fixed \( k \).

4 The Counting Linear Time Hierarchy

In this section, an extended version of the Linear Time Hierarchy is proposed in order to take counting into account.

**Definition 4.1** Let \( R(x_1, \ldots, x_p) \) be a relation over integers. A relation \( \sharp R(y, x_1, \ldots, x_p) \) is said to be obtained from \( R \) by a counting operation when for some \( i \in \{1, \ldots, p\} \): \( \sharp R(y, x_1, \ldots, x_p) \) holds iff \( y \) is the number of \( x < x_i \) such that \( R(x_1, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_p) \) holds. In other words, \( \sharp R(y, x_1, \ldots, x_p) \) iff \( y = \sharp \{ x < x_i : R(x_1, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_p) \} \).

As the variables can be permuted, we always count relatively to the first variable \( x_1 \).

**Definition 4.2** Let \( R^1 \) denote the smallest class of relations over integers containing the graphs of addition and multiplication and closed under Boolean operations, explicit transformations, variable bounded quantifications and counting operations.

In what follows, we use the fact that \( R^1 \) is closed under polynomial substitution (i.e. a polynomial can be substituted for any variable, see [9]). \( R^1 \) is more than a simple closure of \( R \) under counting: for example alternation between counting and quantifications is allowed. We thus obtain a wide variety of predicates, such as the set of prime numbers of odd index \( (3, 7, 13, \ldots) \).

The model of computation (called \( \sharp LTH \)) we propose for capturing \( R^1 \) naturally extends \( LTH \) (as \( R^1 \) naturally extends \( R \)). The idea is to use oracles that count accepting computations (for a definition of counting classes, such as \( \sharp P \), see [31]). Let us denote by \( \sharp LinTime \) the following class of functions: \( f \in \sharp LinTime \) iff there exists a non-deterministic linear time Turing machine \( M \) such that on all input \( x_1, \ldots, x_p, f(x_1, \ldots, x_p) \) is the number of accepting computations of \( M \) on \( x_1, \ldots, x_p \). Then, the definition of \( \sharp LTH \) is inductive and follows that of \( LTH \). We set:

\[
\Sigma_0^{\sharp lin} = LinTime, \quad \Sigma_i^{\sharp lin} = \sharp LinTime(\Sigma_{i+1}^{\sharp lin}), \quad \sharp LTH = \bigcup_{i \geq 0} \Sigma_i^{\sharp lin}.
\]
A function \( f \in \Sigma_{\mathcal{R}(i+1)}^{\mathcal{R}(i)} \) is defined via a non-deterministic oracle linear time Turing machine \( \mathcal{M}_f \) with two oracle tapes (namely tapes 2 and 3). Their query mechanism is as follows: a sequence of integers \( x_1, \ldots, x_p \) is written on tape 2 and a single integer \( y \in \mathbb{Z} \) on tape 3. The oracle answer is "yes" iff \( y = g(x_1, \ldots, x_p) \) where the oracle function \( g \in \Sigma_{\mathcal{R}(i)}^{\mathcal{R}(i)} \).

We now prove the main result of this section.

**Theorem 4.3** \( \mathcal{LTH} = \mathcal{R} \)

Note that \( \mathcal{LTH} \) is a class of functions whereas \( \mathcal{R} \) is a class of relations. Thus we show on the one hand that the characteristic functions of the relations in \( \mathcal{R} \) are in \( \mathcal{LTH} \), and on the other hand that the graphs of the functions in \( \mathcal{LTH} \) are in \( \mathcal{R} \). Remember that the characteristic function \( f_R \) of a relation \( R(x_1, \ldots, x_p) \) is defined as follows: for all input \( (x_1, \ldots, x_p) \), \( f_R(x_1, \ldots, x_p) = 0 \) if \( (x_1, \ldots, x_p) \notin R \), and \( f_R(x_1, \ldots, x_p) = 1 \) otherwise.

Now, let us turn to the proof of Theorem 4.3. The right-to-left inclusion is divided into the two following lemmas.

**Lemma 4.4** \( \mathcal{R} \subseteq \mathcal{LTH} \)

**Proof:** We prove inductively that if \( R(x_1, \ldots, x_p) \in \Sigma_i^{\mathcal{R}(i)} \), then \( f_R \in \Sigma_{i+1}^{\mathcal{R}(i)} \).

The basic case \( i = 0 \) comes from the very definition of \( \Sigma_0^{\mathcal{R}(i)} \).

Now, let \( R(x_1, \ldots, x_p) \in \Sigma_i^{\mathcal{R}(i)} = \text{NLinTime}(\Sigma_i^{\mathcal{R}(i)}) \), and let \( \mathcal{M} \) accepting \( R(x_1, \ldots, x_p) \), with an oracle relation \( S(y_1, \ldots, y_k) \in \Sigma_i^{\mathcal{R}(i)} \). The induction hypothesis says that \( f_S \in \Sigma_{i+1}^{\mathcal{R}(i)} \). Let us modify the algorithm \( \mathcal{M} \) as follows: replace each instruction "query \( S(y_1, \ldots, y_k) \)" by "query \( f_S(y_1, \ldots, y_k) = 1 \)."

The obtained algorithm \( \text{say } \mathcal{M}' \) is a nondeterministic linear time Turing machine with an oracle in \( \Sigma_{i+1}^{\mathcal{R}(i)} \), hence it defines a function \( g \in \Sigma_{i+1}^{\mathcal{R}(i)} \). Moreover, \( \mathcal{M}' \) accepts \( R \) as well. Now, let us consider the following algorithm:

**Input:** \( x_1, \ldots, x_p \)

Guess \( y > 0 \)

Query the oracle \( g \) if \( y = g(x_1, \ldots, x_p) \)

If the oracle’s answer is ‘‘yes’’, then accept \( x_1, \ldots, x_p \)

Else reject \( x_1, \ldots, x_p \)

This algorithm has at most one accepting computation and it accepts \( x_1, \ldots, x_p \) iff \( x_1, \ldots, x_p \) is accepted by \( \mathcal{M}' \) i.e. \( R(x_1, \ldots, x_p) \) holds. Hence, it precisely defines \( f_R \). Moreover this algorithm is in \( \Sigma_{i+1}^{\mathcal{R}(i+1)} \) since \( g \in \Sigma_i^{\mathcal{R}(i)} \). \( \square \)

**Lemma 4.5** \( \mathcal{LTH} \) is closed under boolean operations, explicit transformation, variable bounded quantification and counting.

**Proof:** Only the closure under counting is proved here. Closure under variable bounded quantification can be deduced from closure under counting because predicates of the form \( \forall x_1 \lt x_2 \ R(x_1, \ldots, x_p) \) are nothing but \( x_2 = \sharp \{ x \mid x_1 < x \in R(x_1, \ldots, x_p) \} \). The other closure properties are routine matters.

Let \( R(x_1, \ldots, x_p) \) be a relation such that \( f_R \in \mathcal{LTH} \), i.e. \( f_R \in \Sigma_i^{\mathcal{R}(i)} \) for some \( i \). We have to show that the characteristic function \( f_R \) of the relation \( \sharp R(x_1, \ldots, x_p) \) defined by \( \sharp R(y, x_1, \ldots, x_p) \) iff \( y = \sharp \{ x \mid x_1 < x \in R(x_1, \ldots, x_p) \} \) is also in \( \mathcal{LTH} \). We prove that \( f_R \in \Sigma_{i+1}^{\mathcal{R}(i)} \).

Let \( \mathcal{M} \) be a machine in \( \Sigma_i^{\mathcal{R}(i)} \) which corresponds to \( f_R \). We construct the two following machines \( N \) and \( \mathcal{M}' \):

**Algorithm N:**

**Input:** \( x_1, \ldots, x_p \)

Guess an integer \( x < x_1 \).

Query whether \( f_R(x, x_2, \ldots, x_p) = 1 \).

Accept iff oracle answers ‘‘yes’’.

**Algorithm M’:**

**Input:** \( y, x_1, \ldots, x_p \)

6
Write $x_1, \ldots, x_p$ and $y$ on oracle tapes and ask whether $y$ is the number of accepting computations of $M$ on $x_1, \ldots, x_p$.

Accept iff oracle answers "yes".

Let us examine $M$ and $M'$. First, note that the number of accepting computations of $M$ is precisely the number of $x < x_1$ for which $R(x, x_2, \ldots, x_p)$ holds. Now, $M'$ is deterministic and accepts $(y, x_1, \ldots, x_p)$ iff \( \exists R(y, x_1, \ldots, x_p) \) holds, so that it defines $f_{R'}$.

By definition $R'$ is the smallest class of relations closed under boolean operations, explicit transformations, variable bounded quantification and counting. So, $R' \subseteq \mathcal{LTH}$.

All that remains is to prove the converse inclusion.

**Lemma 4.6** $\mathcal{NLinTime} \subseteq \mathcal{R} \subseteq \mathcal{R}'$

The proof given here mainly follows that of [15]. It is given in detail in view of Lemma 4.7.

**Proof:** Let $L$ be a language over the alphabet $\{1, 2\}$ accepted by the non-deterministic linear time machine $M$, as defined in Section 2. Especially, let $k$ be the number of tapes of $M$ and $l$ be the total number of symbols of $M$, i.e. the cardinality of the set $Q \cup M \cup A$. Let $w \in \{1, 2\}^*$ be some word, and let $x$ be the number with dyadic representation $w$ (we denote by $|w|$ the length of $w$). It is shown here that $w \in L$ if $x$ satisfies some rudimentary relation of the form $\exists y < x^{\beta_M} (\text{Code}_{\beta_M}(y) \land \text{Init}_{\beta_M}(x, y) \land \text{Propag}_{\beta_M}(x, y) \land \text{Accept}_{\beta_M}(x, y))$.

In the formula above, the integer $y$ codes an accepting computation of the machine $M$ on the input $w$ as follows: the $l$-ary expansion of $y$ codes a sequence of $(3k + 1)$-tuples (one for each computation step). Since $M$ works in linear time, the length of $y$ is linear in that of $x$. The $(3k + 1)$-tuple of rank $t$ is of the form: $(q^t, (a_1^t, b_1^t, m_1^t), (a_2^t, b_2^t, m_2^t), \ldots, (a_k^t, b_k^t, m_k^t))$ where $q^t$ is the state at time $t$, $a_i^t$ the symbol read by the $i$-th head, $b_i^t$ the symbol written by the $i$-th head, and $m_i^t$ the move of the head after writing. Hence, if $\beta_M \times |w|$ is the computation time of the machine $M$ on the input $w$, we have $\text{Length}(l, y) = \beta_M \times (3k + 1) \times |w|$.

Since we cannot encode the space-time diagram into a linear-length integer, the code $y$ of the computation is only partial, and we use arithmetic to complete the missing part. More precisely, we need to compute the content of the cell visited by a given head at a given time.

We can access the information concerning the computation of $M$ encoded in $y$ via the rudimentary predicate $\text{Digit}(l, y, d)$, because for all $0 \leq t < \beta_M \times |w|$, and for all $1 \leq h < k$ we have:

$$\text{Digit}(l, y, (3k + 1)t + 3h) = m_h^t, \quad \text{Digit}(l, y, (3k + 1)t + 3h - 2) = a_h^t.$$

In other words, in the $l$-ary representation of $y$, the $(3k + 1)$ digits of rank $0$ to $3k$ correspond to time $0$, that of rank $3k + 1$ to $6k + 1$ to time $1$, ..., that of rank $(3k + 1)t$ to $(3k + 1)t + 3k$ to time $t$, ...

For a given tape $h$ ($1 \leq h < k$), in order to compute the position of the head at time $t$, we have to determine the difference between the number of $r$ and the number of $1$ in the sequence $m_0^h, \ldots, m_k^h$. This is done by the following function, defined by induction, for all $1 \leq h < k$:

$$\text{Pos}(y, h, 0) = 0,$$

$$\text{Pos}(y, h, t + 1) = \begin{cases} 
\text{Pos}(y, h, t) & \text{if } m_h^t = m \\
\text{Pos}(y, h, t) + 1 & \text{if } m_h^t = x \\
\text{Pos}(y, h, t) - 1 & \text{if } m_h^t = 1 \text{ and } \text{Pos}(y, h, t) > 0 \\
\text{Pos}(y, h, t) & \text{if } m_h^t = 1 \text{ and } \text{Pos}(y, h, t) = 0.
\end{cases}$$

The graph of this function is in $\text{LogSpace}$ so it is rudimentary. Moreover, the function $\text{Pos}$ computes as expected the position of the head $h$ at time $t$.

Now we can define the relation $\text{LastTime}(y, h, t, t')$ ($t' < t$ is the last time when the head $h$ was in the same position as at time $t$) as follows:

$$t' < t \land \text{Pos}(y, h, t) = \text{Pos}(y, h, t') \land \forall t'' < t (t' < t'' \rightarrow \neg \text{Pos}(y, h, t'')) = \text{Pos}(y, h, t)).$$

The letter read at time $t$ on tape $h > 1$ is the letter written on tape $h$ during the previous visit of the same cell. If the cell visited at time $t$ had never been visited before then one reads $B$. Concerning the read-only input tape, the letter read at time $t$ is always the symbol that was originally written in
the cell of index $\text{POS}(y, 1, t)$. Hence we can define the fundamental relation $\text{READLET}(x, y, h, t, a)$ : the letter read at time $t$ on tape $h$ is $a$.

For $h = 1$, $\text{READLET}(x, y, 1, t, a)$ iff

$$
\forall p < y(p = \text{POS}(y, 1, t) \rightarrow ((p \leq |x|) \land a = \text{DIGIT}(2, x, p)) \lor (p > |x| \land a = B)),
$$

and for $h > 1$, $\text{READLET}(x, y, h, t, a)$ iff

$$
(\forall t' < t \cdot \text{LASTTIME}(y, h, t, t') \land a = b_{t'}) \lor \exists t' < t(\text{LASTTIME}(y, h, t, t') \land a = b_{t'}). 
$$

We are now ready to complete the proof. We define as expected the relation $\text{CODE}_{\mathcal{M}}(y)$ stating that $y$ codes a computation of the machine $\mathcal{M}$ and the three relations encoding the computation : $\text{INIT}_{\mathcal{M}}(x, y)$, $\text{ACCEPT}_{\mathcal{M}}(x, y)$ and $\text{PROPAG}_{\mathcal{M}}(x, y)$. We have :

$\text{CODE}_{\mathcal{M}}(y) \equiv \forall t < |x| : a_0^t = q_0$ \land $a_0^t = \text{DIGIT}(2, x, 0)$ \land $\bigwedge_{h=1}^k a_0^t = B$ (initial configuration),

$\text{ACCEPT}_{\mathcal{M}}(x, y) \equiv \forall t < y(t = \beta_{\mathcal{M}} x_2 \rightarrow q_1^t = q_0)$ (acceptance),

$\text{PROPAG}_{\mathcal{M}}(x, y) \equiv \forall t < \beta_{\mathcal{M}} x_2 \bigwedge_{h=1}^k a_h^t = \text{READLET}(x, y, h, t)$ (propagation).

Finally, in view of Lemma 4.7, note that the correspondence between the accepting computations of $\mathcal{M}$ on the entry $x$ and the integers $y < x^{3, \mathcal{M}}$ satisfying $\text{CODE}_{\mathcal{M}}(y) \land \text{INIT}_{\mathcal{M}}(x, y) \land \text{PROPAG}_{\mathcal{M}}(x, y) \land \text{ACCEPT}_{\mathcal{M}}(x, y)$ is one-to-one and onto.

\textbf{Lemma 4.7} $\text{LTH} \subseteq R^1$

\textbf{Proof:} By induction. Let $f \in \Sigma^{\mathcal{L}_{10}}$ be defined by some machine $\mathcal{M}$. It is shown, for every $i$, that there exists a predicate $R(x, y) \in R^1$ s.t. the number $z$ of accepting computations of $\mathcal{M}$ on input $w_x$ is equal to the number of $y < x^{3, \mathcal{M}}$ satisfying $R(x, y)$. In other words, $z = f(x)$ iff $z = \sharp \{y < x^{3, \mathcal{M}} : R(x, y)\}$.

For $i = 0$, $f$ is the characteristic function of a language in $\text{LinTime}$. Let us go back to the proof of Lemma 4.6. Since $\mathcal{M}$ is deterministic, the condition above is fulfilled.

Now, assume the property is true for $i$. Let $f \in \Sigma^{\mathcal{L}_{i+1}}$ corresponding to some non-deterministic linear time machine $\mathcal{M}$ with an oracle function $g \in \Sigma^{\mathcal{L}_{i+1}}$. By the induction hypothesis, the binary relation $y = g(x)$ is in $R^1$. Let us go back again to the proof of Lemma 4.6.

A relation $\text{WRITTEN}(x, y, h, t, u)$ telling us that the dyadic representation of $u$ is written on tape $h$ at time $t$ has to be defined (it will be used only for $h = 2, 3$). The maximal length $p$ of the word written on tape $h$ at time $t$ is obtained using the relation $\text{MAXPOS}(x, y, h, t, p)$ defining the maximal position reached on tape $h$ by the head before time $t$. Hence we have $\text{MAXPOS}(x, y, h, t, p)$ iff

$$
\exists t' < t \text{ POS}(x, y, h, t', p) \land \forall t'' < t' \forall q < y [\text{POS}(x, y, h, t', q) \rightarrow q < p].
$$

And for all $0 < q < p$, we need the relation $\text{LASTPOS}(x, y, h, q, t, t')$ defining the last time $t' < t$ when the head of tape $h$ was in position $q$. Hence we have $\text{LASTPOS}(x, y, h, q, t, t')$ iff

$$
t' < t \land \text{POS}(x, y, h, t', q) \land \forall t'' < t (t'' > t' \rightarrow \neg \text{POS}(x, y, h, t'', q)).
$$

Finally, the relation $\text{WRITTEN}(x, y, h, t, u)$ can be defined (if $h \neq 1$) by the following formula :

$$
\exists p < y [\text{MAXPOS}(x, y, h, t, p) \land |u|_2 < p]
$$

And $\forall q < p \exists t' < t \{\text{LASTPOS}(x, y, h, q, t, t') \land \text{DIGIT}(2, u, q) = b_{t'}^h\}$. Now, let us deal with the oracle calls as follows :

- The relations $\text{INIT}_{\mathcal{M}}(x, y)$, $\text{ACCEPT}_{\mathcal{M}}(x, y)$ and $\text{PROPAG}_{\mathcal{M}}(x, y)$ remain unchanged.
- The relation $\text{CODE}_{\mathcal{M}}(x, y)$ is replaced by the following relation $\text{NEWCODE}_{\mathcal{M}}(x, y)$ :

\[
\forall t < \beta_{\mathcal{M}} x_2 \left[ (q^t = q_{\text{start}} \rightarrow (q^{t+1}, b^t_1, \ldots, b^t_k, m^t_1, \ldots, m^t_k) \in \delta(q^t, a^t_1, \ldots, a^t_k)) \land (q^t = q_{\text{end}} \rightarrow \forall u < y \forall t' < y (\text{WRITTEN}(x, y, 2, t, u) \land \text{WRITTEN}(x, y, 3, t, v) \rightarrow (v = g(u) \rightarrow q^{t+1} = q_{\text{end}} \land \bigwedge_{h=1}^k m^t_h = \text{true} \land \bigwedge_{h=1}^k b^t_h = a^t_h)) \land (v = g(u) \rightarrow q^{t+1} = q_{\text{start}} \land \bigwedge_{h=1}^k m^t_h = \text{true} \land \bigwedge_{h=1}^k b^t_h = a^t_h))).\right]
\]
5 On Majority Operations

It is well known that majority and exact counting often have the same expressive power (for instance $P(PP) = P(P)$, see [1]). The aim of this section is to compare the expressive powers of these two notions within the framework of linear time algorithms. We first consider the case of bounded arithmetics.

**Definition 5.1** Let $R(x_1, \ldots, x_p)$ be a rudimentary relation. A relation $R'(x_1, \ldots, x_p)$ is said to be obtained from $R$ by a *majority operation* when for some $i \in \{1, \ldots, p\}$: $R'(x_1, \ldots, x_p)$ holds if there are more than $\frac{1}{2}p$ integers $x$ such that $x < x_i$ and $R(x_1, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_p)$ holds. In what follows, we will denote by $\text{Maj}_i R(x_1, \ldots, x_p)$ such a predicate $R'(x_1, \ldots, x_p)$.

Note that it is possible to consider this majority operation as a generalized quantifier. The formulas thus obtained are easier to handle and to design than those using exact counting. In particular, a prenex normal form exists, using three types of quantifiers $[\exists, \forall, \text{Maj}]$.

**Definition 5.2** Let $R^{\text{Maj}}$ denote the smallest class of relations over integers containing the graphs of addition and multiplication and closed under Boolean operations, explicit transformations, variable bounded quantifications and majority operations.

Note that, by definition, we have $R \subseteq R^{\text{Maj}}$. We show that, for rudimentary predicates, knowing if more than half of the possible values of a variable $x$ satisfies a given predicate $R$ is exactly as powerful as knowing the exact number of values of $x$ for which $R$ holds.

**Proposition 5.3** $R^1 = R^{\text{Maj}}$

**Proof:** The right to left inclusion is straightforward. For the converse one, we only have to show that $R^{\text{Maj}}$ is closed under counting, i.e. that counting operations can be replaced by majority operations.

Let $y$ and $m$ be two integers with $y < 2^m$ (i.e. $m \geq \text{LENGTH}(y, 2)$) and let $y = \alpha_{m-1}2^{m-1} + \alpha_{m-2}2^{m-2} + \cdots + \alpha_02^0$ be the binary expansion of $y$ (i.e. $\alpha_i = \text{DIGIT}(2, y, i)$ for all $i < m$).

For every $y, m \geq \text{LENGTH}(y, 2)$ and $i < m$, the following function $f$ (whose graph is rudimentary) is defined: $f(y, m, i) = (1 - \alpha_{m-1})2^{m-1} + \cdots + (1 - \alpha_{i+1})2^{i+1} + 2^i$. Thus, denoting $1 - \alpha$ by $\bar{\alpha}$, we have:

- $f(y, m, 0) = \bar{\alpha}_{m-1}2^{m-1} + \cdots + \bar{\alpha}_12^1 + 2^0$,
- $f(y, m, 1) = \bar{\alpha}_{m-1}2^{m-1} + \cdots + \bar{\alpha}_22^2 + 2^1$,
- $\cdots$,
- $f(y, m, m-2) = \bar{\alpha}_{m-1}2^{m-1} + 2^{m-2}$,
- and $f(y, m, m-1) = 2^{m-1}$.

Thus $1 \leq f(y, m, i) < 2^m$, for all $i < m$. We next use the function $f$ to determine $y$ bit by bit. Indeed, for all $i < m$, we have $\alpha_i = 1$

- iff $y - (\bar{\alpha}_{m-1}2^{m-1} + \cdots + \bar{\alpha}_{i+1}2^{i+1}) \geq 2^i$
- iff $y \geq \alpha_{m-1}2^{m-1} + \cdots + \alpha_{i+1}2^{i+1} + 2^i$
- iff $y + f(y, m, i) \geq 2^{m-1} + \cdots + 2^{i+1} + 2^i = 2^m$.

Finally, note that the majority predicate $\text{Maj}_x R(x_1, x_2, \ldots, x_p)$ with $x_1 = 2^{m+1} - 1$ is true iff the number of integers $x < x_1$ satisfying $R(x_1, x_2, \ldots, x_p)$ is $\geq 2^m$.

Using the two previous remarks, we replace the counting operation $y = \xi \{x < x_1 \mid R(x, x_2, \ldots, x_p)\}$ by the following majority formula:

$$\exists m \leq x_1 \exists z \leq 4x_1 \{ m = \text{LENGTH}(x_1, 2) \land z = 2^{m+1} - 1 \land$$

$$\forall i \leq m - 1$$

$$\text{Maj}_x \{[z < x_1 \land R(z, x_2, \ldots, x_p)] \lor (2^{m} \leq z < 2^{m} + f(y, m, i)) \leftrightarrow \text{DIGIT}(2, y, i) = 1 \}. \quad \Box$$
Note that a linearly bounded quantification is used (namely $\exists z \leq 4x_1$, this is because $z = 2^{m+1} - 1$ and $2^{m} \leq x_1$). This is not allowed by the very definition of $R^{Ma}$. To overcome this problem it suffices to first carefully separate each counting operation into four smaller ones. E.g. if $x_1$ is an integer, write $y = y_0 + y_1 + y_2 + y_3$ with $y_i = 2^{n+1} - 1 \geq \frac{1}{2} + x_1$ for $i = 0 \ldots 3$, and substitute $x_1$ to $4$ for $x_1$ in the four corresponding majority formulas. The other cases are similarly dealt with. □

For Turing machines, probabilistic acceptance can model majority. Hence, the link between counting and majority in bounded arithmetics naturally induces a characterization of $\mathsf{LTH}$ in terms of probabilistic oracle computations.

Remember that $PP$ (Probabilistic $P$) is the class of language recognized by polynomial time non-deterministic machines that accept $x$ if and only if more than half of the computation paths accept $x$. Computation trees of such machines are required to be complete binary trees. Let us denote by $\text{PLinTime}$ the class obtained by restricting $PP$ to languages recognized in linear time and by $\mathsf{PLTH}$ the class obtained similarly to $\mathsf{LTH}$ by taking the union of the following classes $\Sigma_i^{\text{lin}}$:

$$
\Sigma_0^{\text{lin}} = \text{LinTime}, \quad \Sigma_i^{\text{lin}} = \text{PLinTime}(\Sigma_{i-1}^{\text{lin}}).
$$

The class $\mathsf{PLTH}$ is the linear equivalent to Toran's counting class [see [30]].

**Theorem 5.4** $R^{Ma} = \mathcal{R} = \mathsf{LTH} = \mathsf{PLTH}$

**Proof:** It remains to prove the last equality. The inclusions $\mathsf{PLTH} \subseteq \mathcal{R}$ and $R^{Ma} \subseteq \mathsf{PLTH}$ follow from minor modifications of the proof of Theorem 4.3. □

### 6 Conclusion

Let us list some open problems about $\mathsf{LTH}$ and $\mathsf{LTH}$. Of course, the basic question is whether $\mathsf{LTH}$ is equal to $\mathsf{LTH}$, and this is a question that might be very difficult to solve. Since quantifications are particular cases of counting, it would be interesting to know how many alternations of quantifications can be replaced by one single counting. In the same context, the question could be raised as to whether an analogue to Toda's theorem ($\text{PH} \subseteq \mathcal{P}(\mathsf{LTH})$, see [29]) holds for the Linear Time Hierarchy i.e. if $\text{LTH} \subseteq \text{LinTime}(\mathcal{L})$.

Also, we know that $\text{NLIN} \subseteq \text{LTH}$ and more precisely that $\text{NLIN} \subseteq \Sigma_2^{\text{lin}}$. Hence a natural question holds: is there a type of rudimentary formula corresponding to $\text{NLIN}$?

Another question is the existence of a normal form for algorithms in $\mathsf{LTH}$ similar to the logical normal form for algorithms in $\mathsf{LTH}$ [see for instance [15]].

Now, for variant machine models, it would be interesting to provide a characterization of $\mathsf{LTH}$ in terms of alternating Turing machines or stack register machines, thus making the relationship with the results presented in [7] more precise. Still within the framework of alternative definitions, it would be interesting to find a logical characterization of $\mathsf{LTH}$, or more likely of $\mathsf{PLTH}$.
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